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ABSTRACT 

Purpose: This study aims to develop and validate a deep learning framework based on a weighted 

voting mechanism to automatically analyze the fetal heart rate (FHR) in electronic fetal monitoring 

(EFM) during pregnancy. The aim is to accurately divide the FHR into normal or pathological 

states, thus reducing the dependence on doctors' experience and potentially preventing unnecessary 

interventions such as cesarean section. 

Method: The study implemented CNN and DenseNet-BC models based on the weighted voting 

mechanism to analyze the FHR as normal or pathological. The multi-model training method based on 

a down-sampling algorithm deals with imbalanced data. The effectiveness of the proposed CNN 

combined with the multi-model training method is evaluated using an open database named CTU- 

UHB. 

Results: The experiment results show that the proposed method performs well and is stable on the 

CTU-UHB dataset. The CNN model based on a weighted voting mechanism and multi-model 

training method achieved high accuracy of 97.67% in automatically analyzing the FHR as normal 

or pathological. This demonstrates the potential for using deep learning techniques to improve the 

accuracy of FHR monitoring and reduce the dependence on doctors' experience. 

Conclusion: The implemented deep learning framework combined with the multi-model training 

method shows promising results in automatically analyzing the FHR as normal or pathological, 

indicating the potential for using deep learning techniques to improve the accuracy and objectivity of 

FHR monitoring during pregnancy. This study has implications for reducing unnecessary 

interventions and improving maternal and fetal outcomes. 

 

Keywords: fetal heart rate monitoring, automatic analysis, convolutional neural network, 

DenseNet-BC, ensemble learning. 
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Introduction 

Intrauterine hypoxia and acidosis can cause fetal discomfort before or during birth and affect the 

newborn's neurological system. Real-time monitoring of fetal development should be implemented to 

address these problems. When there are warning signals, doctors might immediately perform a 

cesarean section or other emergency procedures. Cardiotocography (CTG), a technological method 

of fetal development monitoring used in clinical settings, is carried out using an electronic fetal 

monitor (EFM) apparatus. Two components make up a typical CTG output: uterine contractions and 

fetal heart rate (FHR) (UC). These days, CTG monitoring is frequently used to determine the fetus's 

health [1]. To safeguard the fetus's health, clinicians can quickly provide appropriate medications 

when fetal distress is identified through CTG monitoring. Doctors' expertise is crucial when 

assessing CTG recordings with just their eyes, and different observers have different opinions [2]. 

Different doctors may have different opinions on the same CTG recording. Furthermore, long- term 

clinical practice is required to train a doctor with rich experience. 
 

Figure 1: A typical CTG output. (A) Fetal heart rate. (B) Indicator showing movements felt by 

mother. (C) Fetal movement. (D) Uterine contractions. 

Several medical organizations have worked for a long time to create standards for interpreting CTG 

that would aid physicians in reaching more accurate conclusions. The Intrapartum Fetal Monitoring 

Expert Consensus Panel of the International Federation of Gynecology and Obstetrics (FIGO) 

published the first draught of the recommendations in 1985. They unveiled their new CTG 

intrapartum categorization system in October 2015 [3]. This new method categorizes CTG into 

three groups: Normal CTG, Suspect CTG, and Pathological CTG. The final one indicates a 

substantial likelihood that the fetus may develop hypoxia or ketoacidosis and that reversible causes 

must be addressed immediately. In an emergency, delivery should take place right away. In this 

method, examining FHR is primarily used to collect CTG information. FHR baseline, variability, 

and deceleration make up the system. Every parameter is set to a value within the acceptable range. 

The CTG will be classified as suspicious or pathological when one or more signs go outside the 

normal range. These recommendations are merely meant to be helpful, and physicians will still 

make the ultimate decision. 

With the advancement of computers, there is a pressing need for the automatic technical 

examination of CTG data. Visser et al. [4] utilized numerical approaches to investigate the 

connection between FHR and fetal condition. Many researchers created software to automatically 

assess CTG based on the FIGO guidelines after release, including Diogo et al. [5] and Bernardes et 

al. [6]. More and more pertinent characteristics are being retrieved from FHR and employed for 
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analysis because of an ongoing study on the technology. The extraction of features, including 

baseline, acceleration, and deceleration of FHR, was also done using artificial neural networks 

(ANN) [7, [8]). Gonçalves et al. [9] researched the association between linear and nonlinear 

properties and fetal state. The top 5 characteristics connected to the FHR and UA in categorization 

were discovered by Spilka et al. [10]. They also contrasted nonlinear features with conventional 

characteristics and found that adding them might increase classification accuracy [11]. According to 

the literature, there are the following research problems. 

 FHR monitoring in clinical practice highly depends on doctors' experience, which can lead to 

incorrect judgments and unnecessary interventions such as cesarean section. 

 The traditional approach to analyzing FHR is limited by subjectivity and requires 

significant expertise. 

 There is a need for a computer-aided system to analyze fetal heart rate (FHR) and overcome the 

limitations of the traditional approach. 

Regarding the selection of classifiers, several approaches were tested, including Support Vector 

Machine (SVM) [12]–[15] and ANN [16]. These techniques, however, included complicated feature 

extraction procedures, and the choice of features would impact the outcome. Convolutional Neural 

Network (CNN) technology has recently been effectively used in medical applications like 

Electrocardiograms (ECG) [17]. Petrozziello et al. [18] and Li J et al. [19] placed the FHR signals 

into a one-dimension CNN for categorization in the FHR classification zones. Comert [20], to 

transform the FHR data into a spectrogram, utilized the Short Time Fourier Transform (STFT). 

These spectrograms were fed into the pre-trained Alexnet [21] on ImageNet. Spectrograms were 

input into a 1-layer CNN model by Zhao et al. [22], who used the continuous wavelet transform 

(CWT) for spectrum transformation. Our contributions in this study are described below: 

 The proposed convolutional neural network (CNN) model with a weighted voting mechanism can 

effectively classify FHR as a normal or pathological state. 

 The multi-model training method based on a down-sampling algorithm helps to deal with 

imbalanced data. 

 The proposed method was evaluated on an open database named CTU-UHB and performed well and 

be stable on this dataset. 

We provide a CNN model for FHR analysis and classification in this study. A one-dimensional 

CNN receives the raw FHR signal and divides it into normal and abnormal states. Each FHR signal is 

split into a number of fragments, each of which has a varied weight according to the varying 

relevance of the information it contains at different points in time. Meanwhile, a multi-model 

training approach based on a down-sampling technique is also used to address the disparity between 

pathological and normal data. 

Materials and Methods 

The three components of the suggested methodology are signal preprocessing, classification with 

weights and a voting mechanism, and multi-modeling for skewed data. Figure 2 depicts the whole 

architecture, and the following sections will provide more in-depth explanations of each component. 
 

Figure 2: The proposed framework in this study is to classify FHR signals into two categories 

using ensemble learning. 
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Dataset Statistics 

There are 552 unprocessed CTG recordings in the open database CTU-UHB, which was created by 

the Czech Technical University (CTU) and the University Hospital (UHB) [24]. Among 9164 

intrapartum recordings, these recordings were carefully chosen. The following criteria, such as 

singleton pregnancy and gestational age more than 36 weeks, can only be met via recordings. Each 

CTG recording comprises FHR and UC time series and is sampled at a rate of 4 Hz. In this study, 

we concentrate on the final 30 minutes of the FHR time series prior to delivery. 

The pH of the umbilical artery is used to categorize the 552 CTG recordings into two groups [25]. 

The pH threshold is set to 7.05. As a result, pathological samples are classified as samples with a 

pH value lower than 7.05, whereas the remaining samples are classed as normal samples. The 

selection indicates that 44 instances fall into the abnormal group while the remaining 508 cases fall 

into the normal category. The sample FHR data from the dataset is shown in Figure 3 (a). 

 

Preprocessing 

In this study, we process the raw FHR signals using a simple preprocessing strategy [26]. Initially, 

the extreme values (below 50 bpm and over 200 bpm) are identified and classified as missing data 

(the value is set to 0). Second, fragments with missing values that are spaced apart by more than 15 

seconds are identified and removed from the FHR signal. Then, Hermite spline interpolation is used 

to fill in the missing values for the remaining fragments. Lastly, the FHR signal is smoothed using 

a conventional median filter. 

After completing all these preprocessing, we take the final 30 minutes' worth of signals (7200 

points) for additional study. The FHR signal will then be down-sampled to 1 Hz in the following 

step to make it shorter. In the end, the FHR signal is normalized by the baseline after the baseline of 

the token signal has already been determined. The sample FHR after preprocessing is shown in 

Figure 3(b). 
 

Figure 3: Sample FHR data (a) and the sample FHR after preprocessing (b). 

 

Convolutional Neural Network 

A convolutional neural network (CNN) is a type of deep learning neural network that is commonly 

used for image analysis tasks [33]. In the context of classifying fetal heart rate (FHR) into normal or 

pathological states, the CNN takes the FHR signal as input and performs a series of convolutions 

and pooling operations to extract important features from the data. These features are then passed 

through several fully connected layers, which finally classify the input into one of the two classes. 

The convolution operation is a mathematical operation that takes two functions, f and g, and 

produces a third function h, representing how much the shape of g "overlaps" with the shape of f at 

each point. Mathematically, the convolution of f and g is defined in Equation 1. 
 

h(x) = (f * g)(x) = ∫ f(t)g(x - t) dt (1) 

 

In Equation 1, * denotes the convolution operator, x is the input variable and t is a dummy variable of 

integration. In the context of CNNs, f is typically the input image or signal, and g is a small matrix 
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of weights called a kernel or filter. The pooling layers perform a downsampling operation by taking 

the maximum or average value over a local region of the input. The pooling layer operation by 

using max pooling is shown in Equation 2. 
𝑓 (𝑧) = 

𝑒𝑧𝑖
 (2) 

𝑖 ∑𝑗 𝑧𝑗 

The fully connected layers perform a matrix multiplication between the previous layer's output and a 

weight matrix and then apply a nonlinear activation function such as the rectified linear unit (ReLU) 

or sigmoid function to the result. Rectified Linear Unit (ReLU) activation function is shown in 

Equation 3. 

 

𝑓(𝑥) = 𝑚𝑎𝑥(0, 𝑥) (3) 

The complete structure of CNN used in this study is described in Figure 4. 

 
Figure 4: The 2-layer Convolutional Neural Network. 

DenseNet-BC 

DenseNet-BC (DenseNet with bottleneck and compression) is an extension of the original 

DenseNet architecture that uses bottleneck layers and compression to reduce the number of 

parameters and improve computational efficiency [34]. The structure of the models is shown in 

Figure 5. 
 

Figure 5: The structure of the model. 
 

First, the output of each dense block is computed as follows: 

𝑥0 = 𝑋 

𝑥𝑘 = 𝐻𝑘([𝑥𝑘 − 1, 𝑓𝑘(𝑥𝑘 − 1)]), 𝑘 = 1,2, … , 𝐿 

 

 
(4) 

where X is the input image, 𝐻𝑘(. )is the composite function of k convolutional layers with batch 

normalization and ReLU activation, and 𝑓𝑘(. ) is the bottleneck function that reduces the number 

of feature maps. Further, the transition layers are applied to the output of each dense block to reduce 

the spatial resolution and the number of feature maps as shown in Equation 5. 

 

𝑡𝑙 = 𝐵𝑁(𝑐𝑙(𝑥𝑙)) 
𝑦𝑙 = 𝑃𝑜𝑜𝑙(𝑡𝑙) 

(5) 

 

Where 𝑐𝑙 is the composite function of a convolutional layer with batch normalization and ReLU 

activation, 𝐵𝑁(. ) is the batch normalization function, 𝑃𝑜𝑜𝑙(. ) is the pooling function, and 𝑡𝑙 and 𝑦𝑙 
are the output of the transition layer and the input to the next dense block, respectively. Finally, the 

output of the last dense block is fed into a global average pooling layer followed by a fully 

connected layer and a softmax activation function to obtain the class probabilities as described in 

Equations 6 and 7. 
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𝑧 = 𝐺𝐴𝑃(𝑥𝑙) (6) 

 

𝑦 = 𝐹𝐶(𝑧) (7) 

 

�̌� = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑦) (8) 

 

where 𝐺𝐴𝑃 is the global average pooling function, 𝐹𝐶 is the fully connected layer, and �̌� is the 

predicted probability distribution over the classes. 

Ensemble Learning 

Ensemble learning is a machine learning technique that combines multiple models to improve the 

system's overall performance. In ensemble learning, various models are trained on the same dataset, 

combining their predictions to generate a final prediction. Ensemble learning is based on the idea 

that a group of weak models can come together to form a strong model that is more accurate and 

robust than any of the individual models. Ensemble learning can be done in different ways, 

including bagging, boosting, etc. In this study, we used the weighted voting ensemble technique. 

Weighted voting is a technique used in ensemble learning where multiple models are combined to 

make a prediction. Each model is assigned a weight, and the weighted sum of their predictions is 

used as the final prediction. Mathematically, for instance, we have N models and their 

corresponding predictions are denoted as y1, y2, ..., yN. Let w1, w2, ..., wN be the weights assigned 

to each model, such that ∑wi = 1 and wi ≥ 0 for i=1 to N. 

Then, the weighted voting formula can be represented as shown in Equation 9. 

 

𝑦𝑓𝑖𝑛𝑎𝑙 = 𝑤1𝑦1 + 𝑤2𝑦2 + ⋯ + 𝑤𝑁𝑦𝑁 (9) 

 

In this Equation 𝑦𝑓𝑖𝑛𝑎𝑙 is the final prediction made by the ensemble of models. The weights 

assigned to each model can be determined based on their performance on a validation dataset, such 

that better-performing models are assigned higher weights. The weights can also be tuned through 

grid or random search techniques. Weighted voting can improve the performance of a model by 

combining the strengths of multiple models and reducing the impact of individual model 

weaknesses. The complete voting mechanism using weighted voting is shown in Figure 6. 
 

Figure 6: The voting mechanism 

Each FHR signal was divided into six pieces since the original data was too lengthy, and each piece 

was input independently into the suggested CNN model. Meanwhile, from a medical perspective, a 

fragment more accurately represents the condition of the fetus the closer it is to delivery. As a 

result, we give each fragment a weight corresponding to its significance in the original data. Each 

fragment is fed into the proposed CNN model, and the output indicates the probability of the 

selected fragment for each category. The next step is to add all six output results together with 
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weights, and the final output result represents the probability of the original data for each category. 

Once the training set and testing set have been split, the negative samples are significantly less 

numerous than its positive ones. To create a new training set, we collect all negative samples and 

1.5 times the positive samples. The standard under-sampling approach has the disadvantage that we 

are discarding potentially useful information. Under-fitting and poor generalization of the testing set 

may result from this. So, we create a new training set by using the same negative samples and the 

remaining positive samples. We end up with seven balanced training sets. The suggested CNN 

model receives data from each newly created training set, and as a result, we can finally have 7 

trained models. 

 

Results and Discussion 

The 7 trained models are assessed against the testing set. We obtain seven projected values for each 

testing sample, after which we compute the percentage in the positive category. Lastly, using a 

threshold, we identify the category to which the sample belongs. Meanwhile 7-fold cross- 

validation is utilized to verify the stability of our proposed method. Meanwhile the accuracy and 

receiver operating characteristic (ROC) are also taken into account as shown in Figure 7. 
 

Figure 7: ROC curve for the proposed framework to classify 

The most popular method for visually representing experimentally acquired statistical data is 

confusion matrices, which are also used to solve classification problems in deep learning and 

machine learning methods. Figure 8 (a) shows how well the CNN model performed, while Figure 8 

(b) shows how well the DenseNet-BC performed, and similarly, Figure 8 (c) represents the 

performance of implemented ensemble approach using the 2×2 confusion matrix. 
 

Figure 8: Confusion matrix representation of the performance of the (a) CNN model, (b) 

DenseNet-BC model, and (c) ensemble approach. 
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FSDop and FSMHR results are illustrated in Figure 9(a) during the beginning of the second 

delivery stage, even though there are no MHR FSs. We can observe that the MHR contains 

accelerations synced with contractions, even though it was taken discontinuously. The FHR, on the 

other hand, slows down and is challenging to study since it crosses the MHR curve. The genuine 

FHR can be seen in the scalp ECG signal at the beginning of the recording; the model missed this 

signal [23]. The model's predicted likelihood of an FS is displayed on a color scale. Because it 

perfectly fits the MHR, it can be shown that the algorithm correctly detected the period of FSs at 

minute 250. The model successfully predicted that the signals were TSs when the Doppler signal was 

superimposed on the scalp ECG signal. At minute 256, it seems as though another brief FS period 

was accurately recognized. If one looks very closely, one can see that the model failed to identify 

the FSs at minutes 246 and 249; this is only a tiny inaccuracy. Without an MHR signal, it would be 

quite challenging to comprehend this scenario. 
 

Figure 9: Results of the three models' outcomes (FSMHR, FSDop, and FSScalp). Results for 

FSScalp with a first-stage delivery recording (a), while (b) Results for FSScalp with a first- 

stage delivery recording. 

Figure 9(b) shows an illustrative result for FSScalp over the first delivery stage. The few probable 

FSs appear to have been detected correctly. Even though there are no MHR FSs, Figure 10(c) 

depicts another exemplary result for FSDop (and FSMHR) throughout a period corresponding to the 

first delivery stage. The scalp electrode supported the MHR's accelerations and the FHR's 

decelerations. Sometimes, the MHR and FHR readings were the same. Even the MHR channel had 

extended periods of MS, FSDop could record. It's conceivable that the model did not identify a 

potential short FS at minute 27. Figure 10 (d) displays a second example result for FSDop and 

FSMHR during an epidural administration. The MS time on the Doppler channel is rather long. The 

MHR channel experienced FSs, most of which were picked up. These MHR FSs do not interfere 

with accurately detecting FSs on the Doppler FHR channel. 
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Figure 10: Results for the three models (FSMHR, FSDop, and FSScalp). (c) Results for FSDop 

and FSMHR with a recording from the first delivery stage. (d) Results for FSDop and 

FSMHR with a recording from the first delivery stage, during the administration of an 

epidural. The likelihood of an FS estimated by each model is represented as a color gradient. 

 

The final interface within the FHRMA toolbox interface is shown in general in Figure 11. 

Additionally, it displays the outcomes of the weighted median filter baseline (WMFB) method- 

based morphological analysis (baseline, accelerations, decelerations, and UCs) [14]. The second 

stage of delivery, or the second half of this tape, is nearly entirely made up of FSs. Therefore, by 

identifying FSs, the approach prevented accelerations or decelerations during these times from 

being detected. The method also revealed the 110 Hz FHR signal, representing a protracted 

deceleration or bradycardia on edge. 
 

Figure 11: The FHRMA toolbox interface automatically displays both FSs and the results of 

morphological analysis (baseline, accelerations, decelerations, and UCs). The FHR signal 

comes from the Doppler sensor. The second stage of delivery starts at 475 min. 
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Table 1 provides a summary of all the findings for the training and test datasets. The datasets and 

models are represented in the table's left and right halves. The measure that makes the most sense is 

accuracy, often higher than 99%. Most signal samples are TSs; therefore, a simple categorization of 

all samples as TSs would also result in high accuracy. The accuracy of this simple model would be 

equal to the "Percentage of "true" among annotated" column. A model could still be helpful because 

FHR patterns are frequently redundant; we might also think deleting FS is more significant than 

leaving TS in place. 

 

Table 1: Statistical results for the study's models and datasets. 
Datasets Training   Validation    

Model FSDop FSMHR FSSCalp FSDop FSDop WO 

MHR 

FSMHR FSSCalp 

Number of 
Recording 

82 82 22 82 82 22 25 

No. Analyzed 
Window 

129 129 30 129 129 30 39 

Avg Window 
Length 

41 41 37 41 41 37 31 

Missing 
Signal 

16.3% 0.16% 0.39% 16.3% 0.16% 0.39% 0.19% 

Annotated 68.8% 0.69% 0.39% 68.8% 0.69% 0.39% 0.98% 

Accuracy 99.30% 0.9775 0.98% 99.30% 0.98% 0.99% 0.91% 

Specificity 99.6% 0.991 0.99% 99.6% 0.99% 1.00% 1.00% 

Positive 

Prediction 

96.3% 0.92 0.96% 96.3% 0.92% 0.97% 0.99% 

Negative 
Prediction 

99.7% 0.984 0.98% 99.7% 0.98% 0.99% 0.99% 

AUC 0.9992 0.9928 0.995 0.9992 0.9928 0.009971 0.01% 

Cross Entropy 0.0213 0.0643 0.0395 0.0213 0.0643 0.000412 0.00% 

 

This requirement should be satisfied for a usable model since the contingency table comprises the 

specificity (Sp), positive predictive value (PPV), and negative predictive value > 1 is similar to Acc 

> Percentage of TS. Some models, however, did not satisfy this requirement because of the highly 

skewed data, which made it clear that this is not a simple issue [24]. Regardless of the threshold for 

the output probability, the classifier's performance is shown by the AUC. The model outperforms the 

chance if the AUC exceeds 0.5 [25]. Performance on the validation dataset was, as to be expected, a 

little bit poorer than performance on the training data. Because the models' accuracy was 

substantially more significant than the proportion of TSs (89.5%, 89.3%, and 99.4%, respectively) 

and highly excellent (99.30% for FSDop, 98.68% for FSMHR, and 99.90% for FSScalp), the 

number of errors was multiplied by 15.0 for FSDop, 8.1 for FSMHR, and 6.0 for FSScalp. FSDop is 

probably used more frequently in practice because the FS rate was substantially lower in the FSDop 

dataset (10.5%) than in the FSScalp dataset (0.6%). The high (10.7%) FS rate for the MHR was 

mainly caused by selection bias during annotating. Finally, the comparison results are shown in 

Table 2. 
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Table 2: Comparative Performance of the proposed model with previous studies. 

Study Method Accuracy (%) 

det et al. [30] Recurrent Unit 98.98 

Fergus et al. 
[31] 

Deep Neural 
Network 

95.78 

ld et al. [32] Machin 

Learning 

Algorithms 

92.23 

Our Proposed 
Study 

Ensemble 
Learning 

99.90 

 

Conclusion 

In this study, we implemented CNN and DenseNet-BC models for automatically analyzing and 

categorizing FHR recordings based on ensemble learning. We use the under-sampling approach to 

handle skewed input in the ensemble learning technique based on weighted voting. The model is 

tested and trained using the public CTU-UHB database. Results of the experiments indicate that our 

approach is more reliable and stable than other ones currently in use. There are some drawbacks as 

well, such the scant amount of data. The processing techniques for imbalanced data sets should also 

be considered because most of these data sets are unbalanced in real life. Our technique must be 

tested and validated on additional and bigger data sets to be used with this technology in practice. 
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