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Abstract 

Breast cancer is a prevalent type of cancer that primarily affects females. Extensive research has 

been conducted in the field of breast cancer, and with the advancements in technology, the early 

detection of this disease has become possible through the utilization of artificial intelligence or 

machine learning techniques. The objective of this study is to assess the accuracy of predicting the 

recurrence of breast cancer by employing the k-Nearest Neighbor (k-NN) algorithm. The k-NN 

classifier is a straightforward and versatile approach to classification, which often demonstrates 

comparable performance to more intricate machine-learning algorithms. The effectiveness of k-NN 

classifiers is closely associated with the selection of a suitable distance or similarity measure. 

Therefore, it is crucial to investigate the impact of employing various distance measures when 

analyzing biomedical data. The findings of this study indicate that the k-NN algorithm, utilizing 

diverse distance measurements, yields the most favorable outcomes in terms of accurately predicting 

the recurrence of breast cancer. 
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1.Introduction 

Breast cancer has emerged as the most common carcinogenic disease globally, posing a threat of 

causing a million deaths. Early detection stands out as the most effective strategy to mitigate breast 

cancer fatalities. If left untreated, the cancer can affect almost all vital organs in the body, leading to 

fatal consequences in some cases. Diagnostic tests such as MRI, mammogram, ultrasound, and 

biopsy play a crucial role in the early detection of breast cancer. Breast cancer is characterized by 

the uncontrolled growth of cells in breast tissue. Failure to control these cells can have adverse 

effects on the entire body. Men can also be affected by breast cancer, which carries a higher 

mortality rate15. Several risk factors, including increasing age, obesity, excessive alcohol 

consumption, family history of breast cancer, history of radiation exposure, reproductive history, 

tobacco use, and postmenopausal hormone therapy, can elevate the risk of developing breast cancer. 

Approximately half of breast cancer cases occur in women without any identifiable risk factors 

other than being female and over 40 years old. The treatment of breast cancer is a lengthy and 
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challenging process, involving diagnosis, surgery (if necessary), and therapy24(radiation, 

chemotherapy, and medication). 

The inadequacy of doctors and general practitioners persists in developing countries such as 

Indonesia. Data illustrates a ratio of 0.4 doctors per 1000 individuals in the population25, marking 

it as the second lowest in South East Asia. This critical situation drives healthcare researchers to 

explore novel strategies for improving healthcare services for the populace, particularly through the 

utilization of technology. 

A multitude of studies have been conducted in the realm of healthcare technology(6,10), including 

the development of a heart disease prediction system. One study utilized the k-nearest neighbor 

(kNN) machine learning algorithm to identify the type of heart disease in patients, while another 

research project proposed a heart disease prediction system using a Hybrid Random Forest with a 

Linear Model(HRFLM)18. Furthermore, data mining algorithms like kNN and Bayesian were 

employed to predict diabetes 5 in patients. In the context of breast cancer, a study focused on 

predicting benign or malignant breast cancer 22 using data mining techniques such as naïve bayes, 

RBF Network, and J48 Decision Tree, while 9another study investigated the same topic using five 

different machine learning algorithms: C4.5, support vector machine (SVM), naïve bayes, and kNN. 

Breast cancer diagnosis involves classifying the tumor to determine if it is benign or malignant. 

Malignant tumors are the ones that indicate cancer. It would be beneficial to have a system that can 

predict whether breast cancer will recur or not after the patient has undergone treatment for a certain 

period of time2. The aim of this research is to develop a more accurate method for predicting breast 

cancer recurrence using the k-NN algorithm. The effectiveness of k-NN classifiers depends on the 

choice of distance or similarity measure. Therefore, it is important to investigate the impact of using 

different distance measures when comparing biomedical data. In this study on predicting breast 

cancer recurrence, we have utilized both conventional and innovative distance measures such as 

Average (𝐿1, 𝐿∞) , Bray-Curtis, Chebyshev, Jaccard, Kulczynski, Matusita and Squared Euclidean. 

We have assessed the performance of k-NN with these distances and found that the Chebyshev 

distance yielded the best results. 

 

2.Preliminaries 

 

The k-Nearest Neighbor (k-NN) algorithm was initially proposed by Evelyn Fix and Joseph Hodges 

in 195119. This model has found applications in various including classification,regression,Pattern 

Recognition26,ranking models7,categorization of text14,recognition ofobjects3,and even in the field of 

medicines12,13,17. It is often referred to as Lazy Learning because it does not derive a distinct 

function from the training data; instead, it simply memorizes the training dataset. The k-NN 

algorithm operates by identifying the k-Nearest data points in the input sample for classification or 

predicting the value for regression based on the values or labels of the neighboring points. In 

classification, it determines the appropriate classification for the data, while in regression, it 

produces a numerical value for the object. This research examines the methods for detecting the 

recurrence of breast cancer, yielding significant outcomes. The algorithm accomplishes this by 

utilizing different distance functions to determine the closest neighbors of a specific object. These 

neighbors are determined by considering overlapping characteristics such as the age of the patient, 

mass shape, margin, or density. 
 

3.Dataset 

The breast cancer dataset utilized in this Paper has been obtained from the UCI-Machine Learning 

Repository. 

https://archive.ics.uci.edu/ml/datasets/breast+cancer. 

“Breast Cancer Data Set” (https://archive.ics.uci.edu/ml/datasets/breast+cancer) 
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4.Distance metrics 

This article provides the mathematical formulas that measure the distance between two vectors 𝑥 

and𝑦, each with numerical attributes. The distance metric 𝑑𝑚(𝑥, 𝑦)  evaluates the distance between 

𝑥 and 𝑦 depending on the chosen metric 𝑚. The definitions and terms are outlined by Abu Alfeilat 1. 

 

 

 

4.1 Average (𝐋𝟏, 𝐋∞)  distance 

 

 Average (𝐿1, 𝐿∞)  is computed as the arithmetic mean of the Manhattan and Chebyshev distances. 

               𝑑𝐴𝑣𝑔 =
∑ |𝑥𝑖−𝑦𝑖|+𝑚𝑎𝑥𝑖|𝑥𝑖−𝑦𝑖|𝑛

𝑖=1
2

                   (1) 

 

4.2 Bray-Curtis distance 

In the fields of ecology and environmental science 20 , the Bray-Curtis measurement is frequently 

utilized to characterize relationships between variables. This measurement can be viewed as a 

modified version of the Manhattan distance, with the total sum of values being used to normalize the 

difference between vectors 𝑥 and𝑦. The resulting distance metric will range from 0 to the maximum 

value when vector values are positive. 

                                                           𝑑𝐵𝑟𝑎𝑦−𝐶𝑢𝑟𝑡𝑖𝑠 =
∑   |𝑥𝑖−𝑦𝑖|𝑛

𝑖=1

∑ (𝑥𝑖+𝑦𝑖
𝑛
𝑖=1 )

                    (2) 

 

4.3 Chebyshev distance 

The Chebyshev distance, also known as the maximum value distance8, Lagrange distance21, and 

chessboard distance16, is utilized to distinguish between two objects based on variations in a 

single dimension23. This metric is defined on a vector space, where the distance between two 

vectors is calculated as the largest difference along any coordinate dimension. 

 

            𝑑𝑐ℎ𝑒𝑏𝑦𝑠ℎ𝑒𝑣 = 𝑚𝑎𝑥𝑖|𝑥𝑖 − 𝑦𝑖|                             (3) 

 

4.4 Jaccard distance      

The Jaccard distance serves as a metric for quantifying the dissimilarity between sets of samples. It 

acts as a counterpart to the Jaccard similarity coefficient 11and is derived by subtracting the Jaccard 

coefficient from one. This distance4metric provides a measure of dissimilarity between sets. 

 

              𝑑𝐽𝑎𝑐𝑐𝑎𝑟𝑑 =
∑ (𝑥𝑖−𝑦𝑖)2𝑛

𝑖=1

∑ 𝑥𝑖
2𝑛

𝑖 = 1 + ∑ 𝑦𝑖
2 − ∑ 𝑥𝑖𝑦𝑖

𝑛
𝑖 = 1

𝑛
𝑖 = 1

               (4)     

 

 

4.5 Kulczynski Distance  

In contrast to the Soergel distance, this technique makes use of the minimum function rather than 

the maximum. 

                            𝑑𝑘𝑢𝑙𝑐𝑧𝑦𝑛𝑠𝑘𝑖 =
∑ |𝑥𝑖−𝑦𝑖|𝑛

𝑖=1

∑ 𝑚𝑖𝑛(𝑛
𝑖 = 1 𝑥𝑖, 𝑦𝑖)

              (5)                  

 

4.6 Matusita distance 

The Matusita distance is determined by finding the square root of the squared chord distance. 

                           𝑑Matusita = √∑ (√𝑥𝑖 − √𝑦𝑖)
2𝑛

𝑖 = 1        (6)     

4.7 Squared Euclidean distance 
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The squared Euclidean distance is derived from the sum of squared differences, without the square 

root being applied. 

                        𝑑Squared Euclidean = ∑ (𝑥𝑖 − 𝑦𝑖)
2𝑛

𝑖 = 1       (7) 

 

5.Results and Discussions 

The accuracy of the appropriately classified data for the prognosis of breast cancer has been 

determined and is displayed below. 

 

 

Table 1: The scores among all evaluated k values for the data 

Distance Training Accuracy  Testing Accuracy  

Average(𝐿1, 𝐿∞) 0.848 0.72 

Bray-Curtis 0.810 0.75 

Chebyshev 0.860 0.75 

Jaccard 0.848 0.75 

Kulczynski 0.810 0.75 

Matusita 0.803 0.7 

Squared Euclidean 0.848 0.72 

 

 
Figure 1: The Chebyshev distance outperformed the other distances for training accuracy. 

 

 
Figure 2: The Performance of all distances gives the similar results for Testing Accuracy. 
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6.Software implemented 

The Python Programming language version 3.7.1 was used for scripting purposes within 

Anaconda3. The k-NN algorithm was implemented to compute various distances, with libraries 

from the scikit-learn package version (0.20.1) being utilized. 

 

7.Conclusions 

Machine learning plays a vital role in medical applications, bringing about significant 

advancements. Through the analysis of kNN classification on cancer data using various distance 

measures, important distinctions between the measures and data sets are revealed. The study 

highlights the exceptional accuracy achieved with the Chebyshev distance measure. However, it 

also emphasizes that no single measure can be universally optimal for all data sets. Therefore, it is 

advisable to evaluate multiple measures on reference data resembling the actual data when choosing 

a distance measure for a particular study. 
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