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Abstract 

Background: Sars-Cov2 is a deadly virus effected millions of peoples globally. Time series 

forecasting helps us to identify and plan things properly related to any particular disease or viruses. 

This is daily data of Covid-19 and researcher intended to find out best statistical model. 

 

Objective: To evaluate best statistical model which forecast covid-19 data related to new cases in 

subcontinents of Pakistan. 

 

Methods: This was an analytical observational design with daily data of new cases of COVID-19 

among sub-continents of Pakistan. Data was imported from world health organization website. In 

this study statistical models applied were AR, MA, ARIMA, SETAR model by using threshold 

regression, ARCH effect, Simple GARCH model and Component GARCH model. Forecasting 

models used were AIC, MAPE, MAE and RMSE. Eviews version 12.0 used for data analysis. 

 

Results: A total of 1146 observations for each country were taken for analysis. AR and MA model 

observed that Azerbaijan was significant at (1,0,1) model with AIC= 14.55, SBIC=14.57, 

HQC=14.56 and adjusted R2=0.911. Bangladesh was significant at (1,0,2) model with AIC=15.55, 

SBIC=15.57, HQC=15.56 and adjusted R2=0.958. Similarly, China was significant at (1,0,2) model, 

India was significant at (1,0,1) model, Iran found significant at (1,0,2) model. However, Pakistan, Sri 

Lanka and Kazakhstan were statistically significant at (1,0,1) model respectively. 

 

Conclusion: These comprehensive long-term results showed best forecast models among different 

statistical models like AR, MA, ARIMA, SETAR, GARCH and component GARCH models with 

statistically significant findings. ARIMA and GARCH models showed best fit among all models to 

forecast pandemic new cases. Due to a globally controlled environment WHO announced that after 

8th May 2023 global health emergency was ended and no further cases was reported therefore, we 
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have reported the data before the ending emergency by WHO. 

 

Keywords: Statistical Models, Forecasting, ARIMA model, SETAR model, ARCH model, 

GARCH model, Sars-Cov2. 

 

Introduction 

From the literature, it is revealed that the statistical modeling techniques had an effective and 

efficient role in the accurate predictions for any time series data. Researcher and forecasters can 

draw unbiased and consistent results based on different statistical models to identify the increasing 

or decreasing trend for any health science, medical, macro or microeconomic indicator [1]. 

Statistical model plays a crucial role in forecasting time series data for retrospective data. ARIMA 

model is one of the most comprehensive models used in several fields for prediction and forecasting 

of daily data sets. ARIMA model can be best fitted in short-term predictions. This model is purely 

based on AIC, BIC and HAC criteria and then it will forecast data to run prediction estimates [2]. 

 

Auto-Regressive Integrated Moving Average is a statistical model that exhibits time series-based 

forecasts from previous data. The ARIMA time series model has the characteristics of strong short-

term predictability and simplicity of previously coded data. ARIMA model is widely used in the 

forecast of various infectious diseases [3]. Time series forecasting plays a crucial role in forecasting 

health-related data sets and other fields. The time series forecasting of daily data can predict future 

values to understand the pattern and growth for any data set. ARIMA is a trending statistical model 

that draw conclusions taking linear assumptions in real world system [4]. Another literature reported 

the use of the ARIMA model in the pandemic to forecast future values. This model can deal with 

daily data sets in complex scenarios [5]. ARIMA is one of the common statistical forecasting 

models [6]. It followed previous data to forecast newly predicted values. This model was previously 

used to detect the best screening tool in terms of the prediction of various infectious disease 

including malaria, influenza and COVID-19 cases [7, 8]. 

 

Furthermore, after getting some predictions policies and precautions against covid-19 data. 

Research was conducted to predict pattern of covid-19 data by making novel space-time epidemic 

model framework by spatial statistical modeling [9]. They observed both long and short term 

forecast of infected people and death counts. Research showed that covid-19 is an infectious 

spreading disease and the biggest public health issue worldwide [10]. Statisticians thinks that there is 

a need to established some statistical models to describe disease pattern and find out statistical 

models which gives best forecast [10]. Study reported different statistical model such as Markov 

chain Monte Carlo (MCMC) stochastic process to find out disease transmissibility of covid-19 

using logistic model [11]. A study conducted in China reported incidence of decreasing rate of 

covid-19using exponential adjustment model [12].  

 

Regarding exponential growth model to get data driven technique in early phase of outbreak [13]. 

Research published Non-linear regression model applied to know short term forecast of cumulative 

number of covid-19 patients. For the prevention and evaluation measures and strategies against 

covid-19 statistical model forecast is necessary [14]. A study published on applied weibull 

distribution in respect to daily new and death cases of covid-19 to predict evolution pattern of 

SARS-Cov2. They stated that Weibull distribution used to assess lifetime models of time events 

[15]. Study reported new class of statistical model termed as new flexible extended–X (NFE-X) 

class of distributions. They also stated that this model without adding additional parameters results 

in avoiding rescaling problems. Secondly, next model was new flexible extended Weibull 

distribution. This new distribution investigates through graphical behavior by using density function 

[16]. Furthermore, it is reported distribution theory and introduced new statistical model to provide 

best fit of data related to COVID and other related events. They used modified Weibull distribution, 

which elaborated fitting power of exponential, Rayleigh linear failure rate. Globally different time 
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series model used to identify data gathering process [17]. 

In Pakistan, different articles have been published to know the forecast related to SARS Cov-2 

corona virus cases, deaths and recoveries. It is presented that one month forecast for the number of 

cases, deaths and recoveries via time series method of Auto-Regressive Integrated Moving Average 

(ARIMA) Model [18]. It is also reported that a forecast of ten days for confirmed cases, deaths and 

recoveries of COVID patients by using vector autoregressive model with 5 lags. They identified 

unknown parameters of model using ordinary least square method [19]. Rationale of this study is to 

make a big data analytic forecast of covid- 19 of Pakistan using statistical models. Literature did not 

support complete statistical forecast results in Pakistan. Present study aims to evaluate best 

statistical model which forecast covid-19 data related to new cases in subcontinents of Pakistan. 

 

Materials and Methods 

Data related new cases of Covid-19 was downloaded from World Health Organization (WHO) 

website from March 2020 to 30th March 2023. WHO website regularly update data since COVID 

starts in Pakistan (March 2020). We have selected sub-continents of Pakistan including 

Azerbaijan, Bangladesh, China, India, Iran, Kazakhstan, Pakistan and Sri Lanka. WHO allowed 

all researchers to download data access freely so, no ethical approval was required from any 

source. In this study statistical models applied were AR, MA, ARIMA, Setar model by using 

threshold regression, ARCH effect, Simple GARCH model and Component GARCH model. 

Forecasting models used were AIC, MAPE, MAE and RMSE. Autoregressive Model (AR) 

 

It is most common time series model in linear models. AR model can be observed easily from 

ordinary least square regression. An autoregressive model can be defined as, 

 

Yt=c+ ϕ1 Yt-1 + εt ............................................................................................................................ 1 

 

Where “c” is an intercept parameter and εt is white noise random error with mean zero and 

variance 1. Yt and Yt-1 are multiple regression lagged values where ϕ1 Yt-1 is depending on last 

period values of Yt. 

 

Moving Average Model (MA) 

In AR models we used past values to forecast in regression. Moving average model uses past past 

forecast errors in regression model. 

MA of order q is defined as, 

 

Yt=c+εt+θ1 εt-1+θ2 εt-2+⋯+θq εt-q .................................................................................................2 

 

Where, “c” is an intercept parameter and εt is white noise random error with mean zero and 

variance 1. θ1, θ2, θ3… are unknown parameters. 

 

Autoregressive Moving Average (ARMA) Model 

This ARMA model is the combination of AR and MA models. We can see the impact of previous 

lags along with residuals assumed for forecasting future values. There are two coefficients in 

ARMA model equation α (represent MA model) and β (represent AR model). 

 

Yt=β1 * Yt-1 + α1* εt-1 + β2 * Yt-2 + α2* εt-2 + β3 * Yt-3 + α3* εt-3 +………….+ βk * Yt-k + 

αk* εt-k ...............................................................................................................................................3 

 

Autoregressive Integrated Moving Average (ARIMA) Model & its Equation 

ARIMA is a statistical model which analyze and forecast time series data. It also tells us to see and 

evaluate events that happened over a period of time. ARIMA model understand past data to predict 
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future data sense. It has three parameters “p” “d” & “q”. 

Where, “p” refers to Auto Regressive (AR) terms “d” refers to non-seasonal differences which help 

us to make data stationary “q” refers to forecast terms i.e. Moving Averages (MA) The ARIMA 

(p,d,q) model equation is as follows, Yt= ϕ1 yt-1 + ϕ2 yt-2 + ………+ ϕp yt-p +ε1 – θ1εt-1 – θ2εt-

2 –– θqεt-q – εq 

 

In above equation, 

ϕ = 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑠 AR terms 

ε = 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑠 𝑒𝑟𝑟𝑜𝑟 𝑡𝑒𝑟𝑚𝑠 

θ = 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑠 𝑀𝑜𝑣𝑖𝑛𝑔 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑡𝑒𝑟𝑚𝑠 

Yt = 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑠 𝑑 𝑜𝑟𝑑𝑒𝑟𝑒𝑑 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑖𝑛 𝑡𝑖𝑚𝑒 𝑠𝑒𝑟𝑖𝑒𝑠 

 

Model Accuracy Criteria 

Akaike Information Criteria (AIC): 

AIC is used to select a statistical model and relative quality of models with scoring method. It is an 

estimator of out sample prediction error. Model selection equation is as follows, 

 

𝐴𝐼𝐶 = − 2𝑙𝑛 (𝐿) +  2𝑘 

Where, 

L= Likelihood 

k= number of parameters 

 

Bayesian Information Criterion (BIC): 

It is also used for scoring and selecting statistical model. It works under framework of maximum 

likelihood estimator. The BIC statistics can be derived from this equation, 

 
𝐵𝐼𝐶 = − 2𝑙𝑛 (𝐿) +𝑙𝑜𝑔 𝑙𝑜𝑔 (𝑁) ∗ 𝑘 

 

Where, L=Likelihood 

N=number of examples in the training dataset k=number of parameters in the model  

 

Forecast Evaluation Criteria: 

Mean Absolute Percentage Error (MAPE): 

The MAPE criteria is used to measure forecast accuracy. It is defined as sum of individual absolute 

errors (et) divided by the demand (d). we can say it is the mean of percentage errors. MAPE can be 

written in the form of equation as, 

 

 
 

Mean Absolute Error (MAE): 

MAE is used to forecast accuracy of statistical models. The value of absolute error is the absolute 

difference between forecasted and actual value. MAE gives an idea about expected error quantity 

from forecast on average. 
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Root Mean Squared Error (RMSE): 

It is defined as the standard deviation of residuals i.e prediction errors. We can identify how far 

residuals are from the regression line. It is commonly used in forecasting of regression analysis. 

 

 
Statistical Analysis: 

Data was entered and analyzed in Eviews software version 12. Inferential statistics were reported. 

Initially Unit Root test was applied using Augmented Dickey Fuller (ADF) test to check stationary 

in the data. At first lag difference the data was found to have stationary. A normal line plot and a 

time series graph were also made. Statistical table was made to show all the Descriptive statistics. 

After that a corelogram was made to check significance of ACF and PACF lag differences. ARIMA 

models were run by using estimate equation least square method. P-value ≤ 0.05 considered to be 

statically significant. The given time series of different countries has to be examined first to 

determine whether or not they are stationary before applying the ARIMA model. The most effective 

way to use ARIMA models for time series forecasting is with stationary time series data. This data 

is found stationary. In this study, different Statistical Model Estimation and Forecast Methods were 

then applied to see the significance. P-value ≤ 0.05 considered to be statistically significant. 

 

Results 

In this data set researcher considered daily cases reported regarding COVID-19 among different sub 

continents of Pakistan from March 2020 to March 2023. Data was taken from World Health 

Organization (WHO) website which is updating on daily basis and can be freely accessible all over 

the world. This long duration data of three years was checked through different statistical model to 

predict best fit model. Statistical models used were Auto Regressive (AR), Moving Average (MA), 

Autoregressive Integrated Moving Average (ARIMA), SETAR model by using threshold 

regression, ARCH effect, Simple GARCH Model and Component GARCH Model. To see 

forecasting models initially used parameters were Akaike Information Criteria (AIC), Mean 

Absolute Percentage Error (MAPE), Mean Absolute Error (MAE) and Root Mean Square Error 

(RMSE). 

 

Descriptive statistics including mean, median, mode, skewness, kurtosis along with Jarque bera test 

among all countries. Median daily cases of Azerbaijan were 149 bangladesh was 528.5, china was 

123, india was 12231, iran was 2561.5, kazakkhstan was 441.5, Pakistan was 592.5 and Sri Lanka 

was 57. Surprisingly, all countries showed significant probability (P-value< 0.0001) from Jarque 

bera test Table 1. 

 

Unit root test of all countries in which Intercept, Trend and intercept both formats showed significant 

results P-value< 0.0001 Table 2. 

Statistical model selection via AR and MA to assess best fit statistical model on daily cases of 

Covid-19. It was observed that Azerbaijan was significant at (1,0,1) model with AIC= 14.55, 

SBIC=14.57, HQC=14.56 and adjusted R2=0.911. Bangladesh was significant at (1,0,2) model with 

AIC=15.55, SBIC=15.57, HQC=15.56 and adjusted R2=0.958. Similarly, China was significant at 

(1,0,2) model, India was significant at (1,0,1) model, Iran found significant at (1,0,2) model. 

However, Pakistan, Sri Lanka and Kazakhstan were statistically significant at (1,0,1) model 

respectively Table 3. 

SETAR model with threshold regression to assess best fit model. Azerbaijan fits its best model on 

(1,1,3) with AIC=14.57, SBIC=14.60, HQC=14.58 and adjusted R2=0.908. Bangladesh fits best 

model on (1,1,2) with AIC=15.42, SBIC=15.45, HQC=15.43 and adjusted R2=0.964. Similarly, 

China fitted its best model on (1,1,4), India best fitted model was (1,1,2), Pakistan best fitted model 
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observed was (1,1,3), Kazakhstan fit its best model on (1,1,2) and Sri Lanka fitted its best model on 

(1,1,4). Forecasting was also done after estimating SETAR model. In Azerbaijan, RMSE of (1,1,4) 

model was found 158.12, MAE was 137.61 and MAPE was 57.08 and concluded sufficient efficacy 

in terms of forecast. In Bangladesh, Competitive forecast accuracy observed on model (1,1,3) 

RMSE was 69.97, MAE was 51.12 and MAPE was 76.82. In China, best accurate model forecast 

observed was (1,1,3) with RMSE=107.16, MAE=751.56 and MAPE was 23.09. In India, best 

forecast model found was (1,1,2) with RMSE=242.74, MAE=184.55 and MAPE was 22.17. In 

Iran, best forecast model observed to be (1,1,4) with RMSE=374.15, MAE=298.94 and MAPE 

was 18.45. In Pakistan, best accurate model was (1,1,4) with RMSE=204.79, MAE=183.82 and 

MAPE was 10.24. In Kazakhstan, competitive model observed was (1,1,4) RMSE=117.78, 

MAE=89.27 and MAPE was 17.43. In Sri Lanka, best model accuracy observed in model (1,1,3) 

with RMSE=73.74, MAE=69.16 and MAPE=28.68 Table 4. 

ARCH effect via heteroscedasticity test. Observed probabilities in all countries showed statistically 

significant results (P< 0.0001). Table 5. 

Simple GARCH model up to 4 lags. Interestingly, all countries followed the same model (-1) which 

was best fitted among all 4 lags. The values of AIC, SBIC, HQC were observed closer to each other. 

Similarly, forecasting accuracy model was also checked through simple GARCH model. Azerbaijan 

showed best accuracy in model (-3), Bangladesh observed best accuracy forecast in (-2) model, 

China showed best forecast in model (-3), India observed best forecast model in (-2), Iran found 

best forecast in model (-4), Pakistan showed best forecast model (-1), Kazakhstan showed 

competitive forecast model as (-3) and Sri Lanka observed best forecast model in (-4) in terms of 

RMSE, MAE and RMSE values respectively Table 6. 

Component GARCH model. Similarly, after simple GARCH it clearly predicted that component 

GARCH model showed similar results in best fitted model selection. Model (-1) was statistically 

significant among all countries while checking up to 3 lags. However, only Sri Lanka showed 

significant at (-2) and fits its best model. On the contrary, forecasting accuracy model was also 

observed via Component GARCH model. Azerbaijan observed best forecast in model (-1), 

Bangladesh found best forecast in model (-2). China found best accuracy model in (-2), India showed 

best forecast model in (-1), Iran showed best forecast in model (-1), Kazakhstan found best forecast 

in model (-1), Pakistan showed best forecast model in model (-1) and Sri Lanka showed best 

forecast in model (-2) by predicting values related to RMSE, MAE and RMSE values respectively 

Table 7. 

 

Table 1: Basic and Inferential Statistics observed among different countries 
 AZERBAIJ AN BANGLADE SH  

CHINA 

 

INDIA 

 

IRAN 

KAZAKHST AN PAKISTA N SRI LANKA 

Mean 687.7586 1679.234 81819.47 37023.80 6274.436 1238.012 1310.540 553.7784 

Median 149.0000 528.5000 123.0000 12231.00 2561.500 441.5000 592.5000 57.00000 

Maximum 7779.000 16230.00 6966046. 414188.0 50228.00 16442.00 8183.000 9962.000 

Minimum 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 

Std. Dev. 1175.197 2811.892 543774.7 69995.55 8502.603 2137.613 1627.335 1020.062 

Skewness 2.788357 2.856075 9.216465 3.288151 2.134191 3.394925 1.513452 3.601092 

Kurtosis 12.20595 11.74784 94.23197 14.17803 7.668912 17.01870 4.717221 22.28183 

Jarque-Bera 5860.043 5521.339 438205.7 8507.923 2024.235 12272.84 612.6143 21430.15 

Probability 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 

 

Sum 

 

834939.0 

 

2038590. 

99328842  

44946897 

 

7617165. 

 

1502947. 

 

1590995. 

 

672287.0 

Sum Sq. Dev.  

1.68E+09 

 

9.59E+09 

 

3.59E+14 

 

5.94E+12 

 

8.77E+10 

 

5.54E+09 

 

3.21E+09 

 

1.26E+09 

Observations 1146 1146 1146 1146 1146 1146 1146 1146 
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Table 2:- Result of unit root test of different countries 
 

Countries 

Augmented Dickey-Fuller test statistic (ADF) Phillips-Perron Test Equation (PP) 

(Intercept) Trend and Intercept (Intercept) Trend and Intercept 

Azerbaijan -5.109 

0.000 

-5.046 

0.000 

-6.213 

0.000 

-6.222 

0.000 

Bangladesh -4.118 

0.000 

-4.221 

0.004 

-4.035 

0.001 

-4.117 

0.006 

China -5.221 

0.000 

-5.445 

0.000 

-5.308 

0.000 

-5.407 

0.000 

India -3.956 

0.001 

-4.053 

0.007 

-3.470 

0.009 

-3.535 

0.036 

Iran -3.378 

0.011 

-3.447 

0.045 

-4.489 

0.000 

-4.412 

0.002 

Kazakhstan -5.888 

0.000 

-5.895 

0.000 

-3.878 

0.002 

-3.886 

0.012 

Pakistan -3.644 

0.005 

-3.941 

0.010 

-3.373 

0.012 

-3.664 

0.025 

Sri Lanka -3.608 

0.005 

-3.626 

0.028 

-10.859 

0.000 

-10.880 

0.000 

 

Table 3: Model selection by using AR and MA 
 

Country 

 

Model 

Coefficient 

significant 

 

AIC 

 

SBIC 

 

HQC 

 

Adj. R2 

Azerbaijan (1,0,1) YES 14.55 14.57 14.56 0.911 

 (1,0,2) YES 14.74 14.75 14.74 0.893 

 (2,0,1) YES 14.73 14.75 14.74 0.894 

 (2,0,2) YES 14.87 14.88 14.87 0.878 

Bangladesh (1,0,1) YES 15.56 15.58 15.57 0.957 

 (1,0,2) YES 15.55 15.57 15.56 0.958 

 (2,0,1) YES 15.56 15.58 15.57 0.957 

 (2,0,2) YES 16.25 16.27 16.26 0.915 

China (1,0,1) YES 24.96 24.97 24.96 0.986 

 (1,0,2) YES 25.16 25.17 25.16 0.983 

 (2,0,1) YES 25.5 25.51 25.5 0.976 

 (2,0,2) YES 26.26 26.28 26.27 0.949 

India (1,0,1) YES 20.33 20.34 20.33 0.991 

 (1,0,2) YES 20.45 20.46 20.45 0.99 

 (2,0,1) YES 20.44 20.46 20.45 0.99 

(2,0,2) YES 21.37 21.39 21.38 0.977 

Iran (1,0,1) YES 17.87 17.88 17.87 0.953 

(1,0,2) YES 17.84 17.86 17.85 0.954 

(2,0,1) YES/NO 

0.4902 

17.84 17.86 17.85 0.954 

(2,0,2) YES 18.42 18.43 18.42 0.919 

 

 

Pakistan 

(1,0,1) YES 14.5 14.51 14.5 0.956 

(1,0,2) YES 14.52 14.53 14.52 0.955 

(2,0,1) YES 14.52 14.54 14.53 0.955 

(2,0,2) YES 15 15.02 15.01 0.927 

 (1,0,1) YES 14.8 14.82 14.81 0.848 

https://jptcp.com/index.php/jptcp/issue/view/79


Interpreting The Future Of Covid-19 With Statistical Forecasting Models 

 

Vol.31 No.2 (2024): JPTCP (824-837)  Page | 831 

 

Sri Lanka 

(1,0,2) YES/NO 

0.4086 

15.24 15.25 15.24 0.767 

(2,0,1) YES 15.16 15.18 15.17 0.782 

(2,0,2) YES 14.92 14.94 14.93 0.83 

 

 

Kazakhstan 

(1,0,1) YES 15.52 15.53 15.52 0.929 

(1,0,2) YES 15.56 15.57 15.56 0.927 

(2,0,1) YES 15.55 15.57 15.56 0.927 

(2,0,2) YES 15.98 16 15.99 0.888 

 

Table 4: SETAR model by using threshold regression model 
      Forecast Criteria 

Country Model AIC SBIC HQC Adj. R2 RMSE MAE MAPE 

 

Azerbaijan 

(1,1,2) 14.633 14.668 14.646 0.908 457.86 363.3 73.13 

(1,1,3) 14.570 14.605 14.583 0.913 145.56 126.70 60.69 

(1,1,4) 14.600 14.635 14.613 0.911 158.12 137.61 57.08 

 

Bangladesh 

(1,1,2) 15.423 15.457 15.435 0.964 265.43 209.21 75.73 

(1,1,3) 15.527 15.562 15.540 0.960 69.97 51.12 76.82 

(1,1,4) 15.529 15.564 15.542 0.960 555.15 467.08 75.52 

 

China 

(1,1,2) 24.335 24.370 24.348 0.993 822.98 582.14 38.40 

(1,1,3) 24.201 24.236 24.214 0.993 107.16 751.56 23.09 

(1,1,4) 24.129 24.165 24.143 0.994 153.15 280.44 37.43 

 

India 

(1,1,2) 20.387 20.422 20.400 0.991 242.74 184.55 22.17 

(1,1,3) 20.449 20.484 20.462 0.991 418.14 340.79 38.51 

(1,1,4) 20.389 20.425 20.403 0.991 254.72 186.07 22.64 

 

Iran 

(1,1,2) 17.830 17.866 17.844 0.956 751.65 636.74 14.15 

(1,1,3) 17.774 17.810 17.788 0.958 760.29 630.68 13.79 

(1,1,4) 17.751 17.786 17.764 0.959 374.15 298.94 18.45` 

 

Pakistan 

(1,1,2) 14.533 14.568 14.546 0.955 258.76 234.39 13.23 

(1,1,3) 14.526 14.561 14.539 0.956 203.01 181.66 15.66 

(1,1,4) 14.453 14.578 14.556 0.955 204.79 183.82 10.24 

 

Kazakhstan 

(1,1,2) 15.259 15.295 15.273 0.948 194.57 148.22 15.85 

(1,1,3) 15.333 15.369 15.347 0.944 126.57 95.30 18.66 

(1,1,4) 15.361 15.396 15.374 0.942 117.78 89.27 17.43 

 

Sri Lanka 

(1,1,2) 14.757 14.792 14.771 0.862 153.47 107.34 32.53 

(1,1,3) 14.725 14.761 14.739 0.866 73.74 69.16 28.68 

(1,1,4) 14.703 14.738 14.716 0.869 128.39 115.90 44.64 

 

Table 5: ARCH effect 

Azerbaijan 

 
Bangladesh 
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China 

 
India 

 
Iran 

 
Kazakhstan 

 
Pakistan 

 
 

Sri Lanka 

 
 

Table 6: Simple GARCH model: 

Country Model AIC SBIC HQC Adj. R2 RMSE MAE MAPE 

 

 

Azerbaijan 

-1 11.857 11.879 11.866 0.889 29.03 24.84 36.41 

-2 12.060 12.085 12.071 0.862 29.13 23.20 37.85 

-3 12.155 12.177 12.163 0.858 28.22 21.88 29.05 

-4 12.253 12.275 12.261 0.812 35.87 30.64 19.53 

 

 

Bangladesh 

-1 12.217 12.239 12.226 0.956 3.83 2.59 32.62 

-2 12.677 12.699 12.686 0.911 3.03 2.36 40.25 

-3 12.815 12.837 12.824 0.875 3.28 2.32 33.37 

-4 12.970 12.992 12.978 0.845 3.25 2.39 37.24 
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China 

-1 22.184 22.206 22.193 0.970 6420.19 6033.40 68.46 

-2 22.252 22.274 22.261 0.891 1869.89 1775.21 85.03 

-3 14.838 14.860 14.846 0.737 375.26 287.86 81.69 

-4 22.403 22.426 22.412 0.700 383.34 293.72 82.24 

 

 

India 

-1 17.411 17.433 17.420 0.990 5551.53 4777.58 55.40 

-2 18.121 18.143 18.130 0.975 5543.50 4772.62 55.36 

-3 18.357 18.379 18.365 0.960 6046.86 5303.88 63.30 

-4 18.506 18.528 18.514 0.940 6456.71 5756.59 69.99 

 

 

Iran 

-1 15.215 15.237 15.223 0.951 487.18 406.87 87.29 

-2 15.740 15.762 15.748 0.907 481.44 401.56 86.08 

-3 16.003 16.025 16.011 0.878 487.56 402.75 86.54 

-4 16.150 16.172 16.158 0.863 462.20 385.66 81.87 

 

 

Pakistan 

-1 13.224 13.246 13.232 0.953 342.55 40.66 42.33 

-2 13.566 13.588 13.575 0.921 358.61 55.25 47.56 

-3 13.736 13.758 13.744 0.895 396.45 60.24 48.95 

-4 13.823 13.846 13.832 0.872 388.21 70.52 50.36 

 

 

Kazakhstan 

-1 13.084 13.106 13.092 0.913 452.36 135.94 62.81 

-2 13.437 13.459 13.445 0.865 411.64 149.54 69.32 

-3 13.565 13.588 13.574 0.835 410.59 112.56 58.21 

-4 13.708 13.730 13.716 0.796 452.63 156.97 70.55 

 

 

Sri Lanka 

-1 11.402 11.424 11.410 0.756 2.47 1.96 66.52 

-2 11.624 11.655 11.636 0.748 2.96 2.55 33.13 

-3 11.916 11.947 11.928 0.756 2.30 1.76 64.62 

-4 11.885 11.916 11.896 0.696 2.05 1.46 50.81 

 

Table 7: Component GARCH Model: 
Country Model AIC SBIC HQC Adj. R2 RMSE MAE MAPE 

Azerbaijan (-1) 11.939 11.970 11.951 0.877 38.35 31.90 41.34 

 (-2) 12.072 12.103 12.084 0.862 39.11 31.66 42.55 

 (-3) 12.188 12.219 12.199 0.856 39.35 32.90 40.15 

Banglades h (-1) 12.254 12.285 12.265 0.956 3.37 2.55 38.62 

 (-2) 12.671 12.702 12.683 0.911 3.21 2.63 45.18 

 (-3) 12.825 12.856 12.837 0.874 3.51 2.66 42.96 

China (-1) 15.629 15.660 15.641 0.338 334.77 248.32 70.89 

 (-2) 16.235 16.266 16.246 0.243 319.62 218.65 54.15 

 (-3) 17.315 17.346 17.327 -0.530 333.39 244.21 68.80 

India (-1) 17.456 17.487 17.467 0.990 1421.57 1102.84 14.61 

 (-2) 18.171 18.202 18.183 0.975 2232.05 1776.29 23.10 

 (-3) 20.206 20.237 20.218 0.960 2569.04 1973.62 25.24 

Iran (-1) 15.263 15.294 15.274 0.951 371.07 217.69 30.14 

 (-2) 15.782 15.813 15.794 0.907 411.12 282.25 43.66 

 (-3) 16.051 16.046 16.027 0.878 426.91 297.83 47.00 

Kazakhsta n (-1) 12.971 13.002 12.983 0.925 24.91 20.54 40.07 

 (-2) 13.373 13.404 13.384 0.881 29.83 24.34 53.95 

 (-3) 13.508 13.539 13.520 0.845 29.26 24.48 52.56 

Pakistan (-1) 13.088 13.119 13.100 0.953 15.26 9.96 33.71 

 (-2) 13.574 13.605 13.586 0.920 22.12 16.97 61.31 

 (-3) 13.737 13.768 13.748 0.895 25.88 20.25 70.41 
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Sri Lanka (-1) 11.659 11.690 11.671 0.757 2.96 2.55 33.15 

 (-2) 11.624 11.655 11.636 0.748 2.30 1.76 64.62 

(-3) 11.916 11.947 11.928 0.756 2.47 1.96 66.52 

 

Discussion: 

This research findings provide valuable insights into statistical modeling and prediction of COVID-19 

cases in different subcontinents of Pakistan over a three-year period from March 2020 to March 

2023. Various statistical models such as AR, MA, ARIMA, SETAR model, ARCH effect, simple 

GARCH model, and component GARCH model were used, combined with comprehensive 

evaluation indicators such as AIC, MAPE, MAE and RMSE to enhance the rigor of the analysis. 

 

Comparing these results with similar studies reveals concordance and disagreement [20, 21]. 

Studies conducted in different countries have used similar statistical methods [22, 23], but may 

yield different parameter estimates due to changes in underlying data patterns and epidemiological 

dynamics. For example, while both studies may identify ARIMA models as suitable for forecasting, 

the specific order of the models may vary depending on the unique characteristics of the respective 

datasets [22, 23]. 

 

Similarly, findings about heteroskedasticity ARCH effect and GARCH modeling show 

commonalities across studies [24, 25]. The significant presence of the ARCH effect in all countries 

highlights the volatility and clustering of COVID-19 cases over time, highlighting the importance of 

employing robust statistical techniques to accurately capture such dynamics [25]. In addition, the 

consistency of the GARCH model in selecting the optimal lagging structure suggests that there is a 

common pattern of persistent fluctuations in global COVID-19 case data [26]. 

 

However, differences may occur when comparing the forecasting accuracy and model selection 

criteria of different studies. While some of the countries in this study have demonstrated superior 

forecast performance under specific models [5, 27], similar studies in other regions may find 

alternative models to be more effective [28, 29].  

 

These differences may stem from differences in data quality, healthcare infrastructure, public health 

interventions, or socioeconomic factors that influence the dynamics of disease transmission. In 

addition, the application of threshold regression SETAR model has revealed insights into the 

potential nonlinearity and regime shift of COVID-19 across the subcontinent [30, 31]. While the 

SETAR model provides a flexible framework to capture this complexity, its effectiveness may vary 

depending on the underlying epidemiological pattern and the presence of different transmission 

mechanisms. Contrasting these findings with studies utilizing alternative regime transition models 

sheds light on the robustness and generality of the observed thresholds [32, 33]. 

 

Overall, while this study has made a significant contribution to understanding the spatiotemporal 

dynamics of COVID-19 transmission in Pakistan, combining its findings with similar studies from 

different geographical backgrounds has enriched our understanding of the multifaceted nature of the 

epidemic [23, 34, 35]. By synthesizing multiple research findings, policymakers and public health 

officials can gather actionable insights to inform evidence-based interventions and mitigate the 

impact of COVID-19 on global health systems and society. 

 

Similar literatures were published and reported the same findings but in very short time period. 

Either it was COVID era or in between the COVID era [36-38]. 

 

Conclusion: 

This long-term analysis showed and proposed ARIMA as best statistical model among different 

statistical models related to new cases of COVID-19. ARIMA model can be used as effective theme 
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to estimate and forecast predictions with respect to daily cases of COVID-19. Model accuracy can 

be checked through RMSE, MAE and MAPE because these tools also help to find accurate 

predictions. ARIMA and GARCH models showed best fit among all models to forecast pandemic 

new cases. Due to a globally controlled environment WHO announced that after 8th May 2023 

global health emergency was ended and no further cases was reported therefore, we have reported 

the data before the ending emergency by WHO. 
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