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ABSTRACT 

Brain Tumour is a significant global health issue that results in high mortality rates. Early detection 

and treatment are crucial for a successful patient recovery. Brain MR images are used to obtain critical 

tumour characteristics such as location, size, and type to accurately diagnose the disease. This study 

proposes an efficient approach to detect and locate brain tumours in MR images using a fusion of k-

means clustering, patch-based image processing, and object counting. The experimental results 

conducted on 20 MR images with ground truth show that the proposed technique is capable of 

detecting multiple tumours despite differences in intensity level, size, and location. The simulated 

results of the proposed method outperform other existing techniques, with average values of precision, 

accuracy, specificity, and dice score of 98.48%, 99.89%, 99.99%, and 95.88%, respectively. 
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Tumor 

 

                 INTRODUCTION 

Brain being the central part of the body is very 

sensitive and complex in nature controls the 

entire functionality of the body. Any damage to 

the brain affects the performance of the overall 

organs in the body very badly. Due to abnormal 

growth of cells a mass like structure will form, 

called tumour. This tumour can be benign or 

malignant. Benign are non-cancerous and 

malignant are cancerous tumour which will 

affect the brain and one of the leading causes of 

death. Hence to increase the survival of affected 

person automatic and accurate detection of the 

tumour is very crucial.  

Though many approaches are available for 

classification and location of a tumour in human 

brain, still there is wide requirement for 

development and is always a challenging task. 

MRI, CT, X-ray systems contribute to most 

advanced medical image modalities; out of which 

MR image plays vital role because of its non-

invasive soft tissue contrast imaging. Hence MRI 

is most preferred tool for diagnosis [2] of tumour 

in human brain. MRI system makes use of radio 

waves with strong magnetic field to align the 

strong magnetic field 
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around the human body. During this process 

water content of brain tissue are reflected while 

the radio frequency is aborted resulting in signal 

called free induction decay (FID).A two 

dimensional (2D) image of the brain tissue are 

obtained by processing FID signal further. 

MRI systems are capable of generating image of 

different anatomical structures like brain and 

other organs. From the brain anatomical 

structure, detailed information about brain 

tumour portion can be obtained such as 

orientation, shape location and size [3]. This 

information can help medical experts to diagnose 

tumours manually and prescribe the treatment 

procedure. But due to the complex nature of 

tumour in terms of its shape size colour and 

intensity manual diagnosis is always a tedious 

process and more time consuming task. To 

overcome the above limitation and make 

diagnosis process more accurate and reliable, 

automated segmentation and detection 

techniques are very much in need [4]. 

 

RELATED WORK 

Preprocessing an image performs a vital role in 

brain image segmentation in which skull 

stripping is done to isolate non-cerebral tissues 

from the brain MR image [5, 6]. Over the year’s 

different skull stripping techniques are 

developed. Hahn et al introduced one of the 

technique using 3D watershed combined with 

modified water shed algorithm. [7]. Segonne et al 

proposed a mixed approach for models like 

deformable surface with a combination of water 

shed algorithm [8].  Sadananthan et al 

demonstrated a model based on stripping of skull 

technique involving intensity, graph cuts and 

thresholding. Even though this approach is 

successful in procuring the brain edge, the 

resultant brain mask eliminates narrow 

connections. They have a limitation by means of 

complexity intensive computation, prone to over 

sampling and brain tissue erosion. After careful 

study of the entire skull stripping methods, 

implementation of speedy and accurate skull 

stripping is done by multiple thresholding and 

object counting in this proposed approach. 

Literature survey includes a variety of machine 

vision techniques that contributes the 

development of medical image segmentation 

[10]. Karkinas et al approach deals with wavelet 

decomposition to secure the colour wavelet 

covariance features in an endoscopic video [11]. 

Logeswari et al presented hierarchical self-

organizing map (SOM) by detaching noise and 

recognizing the principletissue structures with a 

combination of Fuzzy c-means clustering [12]. 

Sinha et al introduced three techniques using 

optimized c-means clustering with generic 

algorithm and k-means watershed algorithm [13]. 

Magersa et al introduced skull stripping and 

fuzzy hop field neural network for tumour 

segmentation [14]. Bahadure et al introduced 

Berkley wavelet transformation and SVM to 

enhance process of segmentation. K Sooknanan 

et al started a technique using basic approaches 

like k-means clustering, anisotropic diffusion, 

morphological operations, temporal smoothing 

with volumetric measurement [16]. Hazra et al 

presented a brain tumour detection technique 

comprised of stages like edge detection, noise 

removal and k-means clustering [17]. Another 

approach developed by Khanat et al is to detect 

brain tumours which include morphological 

operations along with wavelet transformation and 

k-means clustering for segmentation and 

extracting tumour position respectively.   

From the majority of approach presented in 

above literature survey, it is observed that 

segmentation of MR image is done by not 

considering the localizing of the tumour region. 

And hence it leads to failure of the system to 

detect multiple and small size tumours. Even 

though some of the techniques can detect a single 

tumour, but they fail to address the detection and 

localization tumours of small size and multiple 

tumours. In this paper the above limitations are 

surmounted with the help of k-means clustering 

to predict the neighbouring edge of the brain. 

Next the MR image is divided into patches which 

are repeatedly scaled. Finally, object detection 

and counting using multiple threshold values are 

followed. In this proposal, the novelty and 

contribution is that the system can be able to 

identify both maximum and minimum size 

tumours in a single MR image by not 

implementing modern algorithms like machine 

learning and deep learning.  

https://scholar.google.com/citations?user=PQxFAEUAAAAJ&hl=en&oi=sra
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METHODOLOGY 

In this methodology, digital image processing 

techniques are applied like k-means clustering, 

Patch based image processing, object counting 

and tumour estimation. 

 

k-means clustering 

K-means clustering algorithm adapts a 

supervised approach which mainly works on 

splitting the intensity levels of an image with 

reference to the cluster centroids. In this 

approach a particular pixel and its neighboring 

centroid distance are taken into account for 

calculation. The approach is implemented, such 

that every pixel value assigned to particular 

centre point which has a small distance value. 

Every time the centroids and pixels are 

reassigned the distance value is updated. This K-

means cluster comes under supervised density 

algorithm which divides the intensities of an 

image based on clusters centroids. Here each 

image pixel and its corresponding centroid 

distance are calculated. The algorithm works 

such that each pixel value assigned to a particular 

centroid is based on the minimum distance value. 

Every time the centroids and pixels are 

reassigned the distance value is updated. This 

process is repeated till the distance of centroids 

and pixel will have considerable changes [16]. 

By making cluster variance to a minimum value 

the efficiency of k-means cluster can be 

achieved. This has been shown in equation 1 and 

2. Equation 1 is achieved by minimizing sum of 

squares within each cluster variance (SSW). 

Similarly, Sum of squares (SSB) between 

clusters gives maximum cluster variance as 

shown in equation 2.   

𝑆𝑆𝑊(𝐶, 𝐾) =  ∑‖𝑥1 − 𝑐𝑘‖2

𝑁

𝑖=1

 

 

(1) 

𝑆𝑆𝐵(𝐶, 𝐾) =  ∑ 𝑛𝑗‖𝑐𝑗 − 𝑥̅‖
2

𝑁

𝑗=1

 

 

(2) 

If SSW has minimum value then higher will be 

the intra cluster unity value which is connected 

by means of the specified cluster configuration. 

Simultaneously, SSB has a greater value cluster 

configuration if there is significant degree of 

separation. Fig.1 gives the flow chart for k-means 

clustering algorithm. 

 

Patch Based Image Processing 

The prime objective of patchbased processing is 

to divide the input original image into patches of 

small size. These partitioned patches are dealt 

independently; latter on integrated to give the 

concluding processed image. These technique 

works well for detecting and localizing tumours 

of small size, rather than detecting tumour image 

of normal scale. Hence every patch of the original 

image is scaled thrice of its original size. Latter 

every scaled patch under goes k-means clustering 

object counting followed by tumour evaluation, 

So that each patch will be detected and localized 

for tumours. Finally, refined patches are merged 

to produce the count of the identified tumours 

from the original input brain MR image. 

 

 

FIG 1: Steps used in proposed k-means algorithm 
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Tumour Detection using Object counting 

Motive of counting technique in MR images is to 

locate tumour object and perform localization. A 

binary image composed of black and white gray 

value is connected with a group of pixels with 

high intensity is called as tumour object. Making 

use of thresholding technique and erosion the 

input MR image is transformed to numerous 

binary images. These images when compared 

with object counting till all the patches 

constituting of objects is considered as one 

image.  

 

Tumour Evaluation and Processing Steps 

Step 1: Original MR Image undergoes k-means 

clustering, which is divided into three regions: 

High intensity region which is possible tumours, 

medium intensity regions (cerebrum region) and 

dark regions as shown in figure 1 flowchart. 

Step 2: Region growing and morphological skull 

stripping technique is used on brain image to 

remove the additional cerebral tissue like skin, fat 

and skull. 

Step 3: False tumours look like which is due to 

the skull part remains are removed by choosing a 

threshold value having a Euclidean distance 

allying with cerebral and brain surrounding 

tissue.  

Step 4: The original MR image is split into two. 

First one is archived by building a product 

between complemented highest neighbouring 

edges at the centre with average intensity value 

of k-means cluster. The second one is obtained 

by subjecting a original input image with average 

filtering and there by multiplying with intensity 

regulated original MR image with in the scale of 

49.99-50.01%. The intensities of the pixels on the 

MR image can be adjusted using the span 10% 

and 90%. 

Step 5: Patches are obtained from converted 

image by splitting them three times their initial 

sizes, so that tumours of small size can be 

enlarged and can be easily detected in the 

subsequent stages. 

Step 6: Multiple threshold values and object 

counting with erosions help in detecting all 

possible tumours in each patch.  

Step 7: Step 5 and 6 are repeated with the original 

input MR image till a tumour is identified. 

Step 8: Once the tumours are detected during step 

5 to step 6. Repeat step 5-7 starting from a 

transferred index up to pixels of 50 and identified 

output tumour when it is detached twice during 

repetation. 

Step 9: False tumours are discarded since they are 

close to the maximum edge of the skull. Fig. 2 

gives the flow diagram of the proposed method. 

 

IMPLEMENTATION AND RESULTS 

MATlab 2019 environment on core2 Duo 

processor 1.6 GHz are used. The proposed 

system is tested and evaluated on the data set 

available in Brainweb [3, 5]. 20 ground truth MR 

images were used to detect small size tumours. 

During testing process multiple early stage 

tumours along with large size tumours were 

detected successfully as shown in figure 3(i). At 

first k-means clustering applied on MR image to 

cluster the image into three parts. Fig. 3(ii) high 

intensity region which includes tumour cells, 

medium intensity region that includes normal 

tissues and dark regions which does not contain 

any tissue except skull Figure 3(iii) gives the 

largest surrounding edge obtained by k-means 

clusters comprising of bright and medium 

intensity regions. For both the clusters the 

boundary outline is achieved using 

morphological process, which results in 

identifying the highest neighbouring edge as 

shown in Fig. 3(iii). Entire amount of pixels in 

cerebral tissues and other component in skull is 

obtained by filling gaps in the highest adjoining 

edge. A value of threshold is arrived based on 

Euclidean distance on likely tumours obtained 

from the skullbased pixels. The more the brain 

size the more proportional the threshold value 

exist. 

In the upcoming stage morphological operations 

on the original MR Image size applied to identify 

the tumours. Initially a twofold mask that 

consists of k-means cluster with intermediate 

brightness region and largest adjoining edge 

which is stretched towards the centre by 

morphological erosion is shown in Fig. 4(i). The 

enhanced largest edge will be complemented and 



e283 

Premature-Multiple Stage Brain Tumour Detection and Localization using a Fusion of K-Means Clustering and 
Patch-based Processing 

                  J Popul Ther Clin Pharmacol Vol 30(12):e279–e288; 17 May 2023. 

This article is distributed under the terms of the Creative Commons Attribution-Non  

                         Commercial 4.0 International License. ©2021 Muslim OT et al. 

 

 

multiplied by the intermediate intensity k-means 

cluster. Fig. 4(ii) shows the major connected 

component contemplated for gap filling. Next 

operation gives filtering of original MR image by 

a minimum averaging filter to remove the noise. 

The intensity will be adjusted between 49.9% and 

50% by multiplying filtrate image by the original 

MR image to get the attention on abnormal tissue. 

The contrast of the resulted image is further 

adjusted between 10% and 90% to achieve 

greater concentration on abnormalities. Finally 

Fig. 4(iii) shows the resultant image after 

multiplying both modified image.  

 

 

FIG 2: Flow diagram of the proposed method for MR image detection and localization technique 

 

  

 

(i) (ii) (iii) 

FIG 3: Detection of skull edge in MR image using k-means clustering   (i) Original Input MR image 

(ii) clustered MR image (iii) Largest surrounding skull edge 

 

Once modified image is obtained the image is 

separated into small sections to detect the 

tumours of minute mass size as shown in figure 

4(iv). A single patch will be of size 200 x 200 

pixels which will go up to three times larger than 

the modified image for doing further processing.    

Each patch after scaling will be smoothened with 

an filter having average value followed by 

morphological operations. For converting a 

image to binary multiple threshold values of 0.1, 

0.3, 0.5, 0.7, 0.9 are used to eliminate small 

objects [22]. By making use of region growing 

technique the central point of the resultant binary 

object will be processed till it is equal to one 

object. The steps are repeated till the intensity is 

adjusted 35% to 75%, so that the contrast of all 

the viable tumours will get rid of false dark 

regions. Finally the resultant tumour is obtained 

by adding the entire processed image. 

Fig. 4(v)-4(vii) shows the entire process which 

begins with segregate the image into patches will 

be replicated in steps of 50 pixels. The output of 

the shifting process produces a pixel value 

between ‘0’ and ‘4’. Regions with pixel intensity 

between ‘0’ and ‘2’ will reflect as possible 

tumour while others were paid no attention. 
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Finally evaluation is done to the detected tumour 

having tumour or no tumour by hiding Euclidean 

distance between each detected tumour and 

largest adjoining edge of the skull.  

Figure 4(v)-4(vii) shows the entire process which 

begins with segregate the image into patches will 

be replicated in steps of 50 pixels. The output of 

the shifting process produces a pixel value 

between ‘0’ and ‘4’. Regions with pixel intensity 

between ‘0’ and ‘2’ will reflect as possible 

tumour while others were paid no attention. 

Finally evaluation is done to the detected tumour 

having tumour or no tumour by hiding Euclidean 

distance between each detected tumour and 

largest adjoining edge of the skull.  

 

    

(i) (ii) (iii) (iv) 

   

 

(v) (vi) (vii) (viii) 

FIG 4: MR image tumour detection using morphological technique (i) highest surrounding edge 

extended inwards (ii) highest connected component structure (iii) updated MR image (iv) MR image 

patches (v to vii) patch shifting with different orientation (viii) final tumour detected image 

 

FIG 5: Brain size in pixel with respect to Euclidean distance threshold 

A tissue will be considered as tumour only whose 

Euclidean distance from the skull is less than the 

choosen threshold value which was concluded 

using the region of the brain image given in Fig. 

5. Hence it is clear that Euclidean distance 

threshold value will be directly proportionate to 

the entire amount of pixels in the brain. The 

threshold values are assigned so that 4 and 5 for 

smaller brain areas such as 6000 to 9000 pixels 

and 25 threshold value for larger brain area pixels 

such as 90,000 to 100000. Fig. 4(viii) gives the 

detected tumour after tumour evaluation. From 
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the final results it can be noted that both tiny and 

large size tumours are detected, while false 

tumours and skull part are discarded. Fig. 6 

shows the 20 MR images of different sizes 

containing multiple tumours of both small and 

large tumors. These images are tested using 

proposed techniques and achieved promising 

results. 

 

 

FIG 6: Experimental Results of MR brain images (1-20) detecting tumours of dissimilar sizes and 

intensity levels 

TABLE 1: Proposed technique performance parameter results 

Test  

image 

Tumour 

detected 

pixels 

Ground 

truth 

pixels 

Precision Sensitivity Specificity 
Dice score 

coefficient 
Accuracy 

1 347 399 1.000 0.870 1.000 0.935 0.999 

2 471 570 1.000 0.826 1.000 0.905 0.999 

3 397 429 1.000 0.925 1.000 0.961 0.998 

4 106 109 1.000 0.972 1.000 0.986 0.999 

5 1538 1618 1.000 0.992 1.000 0.996 0.999 

6 1725 1531 1.000 0.805 0.998 0.892 0.996 

7 216 239 1.000 0.904 1.000 0.949 0.999 

8 61 62 1.000 0.984 1.000 0.992 0.999 

9 23 29 1.000 0.800 1.000 0.888 0.999 

10 511 520 1.000 0.982 1.000 0.991 0.999 

11 1860 2057 1.000 0.904 1.000 0.949 0.999 

12 2332 2298 1.000 0.994 1.000 0.997 0.998 

13 4195 4321 1.000 0.971 1.000 0.985 0.999 

14 3058 3258 1.000 0.938 1.000 0.968 0.999 

15 519 583 1.000 0.890 1.000 0.941 0.998 

16 108 115 1.000 0.938 1.000 0.968 0.999 

17 510 592 1.000 0.861 1.000 0.925 0.998 

18 2870 3260 1.000 0.880 1.000 0.936 0.988 

19 1810 2162 1.000 0.837 1.000 0.911 0.988 

20 2168 2218 1.000 0.977 1.000 0.988 0.998 

Average - - 0.985 0.9217 0.998 0.958 0.998 
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TABLE 2: Comparison between existing techniques and proposed technique 

 Existing techniques  

Evaluation 

parameters 

A. Praveen Kumar et 

al [21] 

M. Meshram et al. 

[19] 

K Sooknanan et al. 

[16] 

Proposed 

technique 

Precision - 1.000 0.900 0.9848 

Sensitivity 0.840 0.9162 0.700 0.9217 

Specificity - - 1.000 0.9999 

Dice score 

coefficient 
- - 0.800 0.9588 

Accuracy 0.9261 0.896 - 0.9989 

 

DISCUSSION 

The proposed method is implemented and tested 

such that the technique is capable detecting 

multiple low intensity and large size tumours in 

MR image. As a sample Figure 6 (18(b)) has 

eight tumours of different sizes and all eight 

tumours in sample image have been successfully 

detected. 

The performance metrics used to evaluate the 

results are precession, sensitivity, and 

Specificity. Also Dice score coefficient is used to 

measure the regions overlapped by area 

segmenting manually and automatically. Finally 

accuracy is found to evaluate the efficiency of the 

system as shown in the equation 7. 

The performance parameters with regard to MR 

images given as sample input in figure 6 give a 

result in Table 1. The average value for 

precession, specificity and accuracy are 98.58, 

99.91 and 99.98% respectively. The sensitivity 

average value is 92.16% while the dice score 

coefficient average value is 95.81%. 

According to Table 2, the evaluation of the 

suggested technique is compared to other ones 

that are already in use. The best conceivable 

value for specificity is the average of 99.98%. 

The sensitivity, on the other hand, is 92.17%, 

which is significantly higher than the value of 

91.62 obtained by M. Meshram et al [19]. Dice-

score coefficient is 95.88%, which is 

significantly higher than the value of 80% that K 

Sooknanan et al. [16] obtained. The accuracy of 

99.89% is also significantly higher than the 92.61 

percent reported by A. Praveen Kumar et al. [21]. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (3) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(4) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (5) 

𝐷𝑖𝑐𝑒𝑠𝑐𝑜𝑟𝑒𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =  
2 ∗ 𝑇𝑃

2 ∗ 𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁
 (6) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 (7) 

 

CONCLUSION 

Innovative MR image segmentation plays an 

important role in the detection and treatment of 

brain tumour. Early detection of malignant 

tumours which is in starting stage will allow 

doctors decide appropriate treatment and increase 

the chances of patents survival. In this study, 

automated tumour detection technique is 

proposed with localization of earlystage brain 

tumours using k-means clustering, patch based 

https://scholar.google.com/citations?user=PQxFAEUAAAAJ&hl=en&oi=sra
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processing and object counting. The 

experimental results for 20 ground truth MR 

images are able to detect tumours independent of 

their size, intensity or orientation. To make the 

technique more vigorous a way to ascertain the 

type of tumour and its thickness can be explored 

in the future. 
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