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ABSTRACT 

In this paper the prediction of churn customers and non-churn customers were done. Basically a single 

customer is very important for an industry, or for organization etc... This project will predict or identify 

the churn customers and the non-churn customers in the given dataset of the organization. Some 

Machine Learning algorithms are used in this project to predict the churn customers range and 

accuracy of the algorithm in finding the churn rate. We have created a web based app, which requires 

some details about the customers of the organization to predict whether Churn or Non churn customer. 

 

Keywords: KNN, AUROC, Support Vector Machine, Logistic Regression, Decision Tree, Random 
Forest 

 

                     INTRODUCTION 

Customer churn is the biggest issue faced by the 

companies or industries. Preventing the 

customers from churning, It is now crucial for 

business growth and development to try to keep 

clients. Because each and every customers are 

important to the industries or the organization. 

The main reason for the customers to churn the 

company is due to not satisfied on the industries 

service or not satisfied on the product of  the 

company. 

For Bank sector: Attrition of customers is also 

referred to as churn customer. It means customer 

decide to leave the organization and decide to 

stop making a relationship with the organization 

or stop using the products of an company during 

the specific period of time is know as churning 

 rate. This customer churn will directly affect the 

revenue of the company. 

The need for prediction of the churning customer 

project is to identify the customer those who are 

“Not Satisfy” (churn customer) from the service 

provided by the organization. By observing the 

dataset and analyzing methods were performed to 

identify whether the customer is agitate or 

continue with the service provide by the 

company. So, that analysis of data is used for 

observing the data to find the valuable 

information using machine learning and data 

mining techniques. The banking industry faced 

more difficulties to hold   customers, Based on 

various reasons the customers will move towards 

the other bank, for example, other banks may 

provide better financial 
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service at low charge, location of the bank, high 

quality services, low rate of interest, etc... 

Thus, the prediction model is used to identify 

clients who are likely to leave in the future. These 

models use historical churner data to look for 

patterns that might be shared with current clients. 

If any commonalities are discovered, the current 

customers are then labeled as churners. It is 

difficult for the organization to bring the new 

customer as like as old customer for their 

organization. Also, serving long-term clients is 

simpler and less expensive than losing a client, 

which causes the bank to lose profit. The old 

customers may give referrals for the organization 

which is a high benefit for the organization. In 

this study, various machine learning models, 

including logistic regression (LR), decision trees 

(DT), and K-nearest neighbours (KNN), are 

applied to the dataset provided by the company 

for prediction. The effectiveness of the models is 

evaluated by examining the accuracy, recall, and 

other factors, and the results are presented. 

 

EXISTING SYSTEM 

In most of the customer churn model they have 

used algorithm like decision tree to find out 

whether the customer is churn or not churn. But 

the decision tree algorithm is not always suitable 

for the situations or problem which is in complex 

form. By reducing the data’s in the dataset will 

increase the accuracy of the decision tree. But 

according to Machine Learning algorithms “the 

more data, the more Accuracy”. 

 

PROPOSED METHOD 

In this paper, we employed a number of machine 

learning methods, including the random forest 

algorithm (RF), the decision tree (DT), the 

logistic regression algorithm (LR), and the 

support vector machine (SVM) [5] and determine 

which algorithm is best suitable for our project 

for the given dataset with highest accuracy 

among the above algorithms. Because in 

Machine learning the accuracy of the algorithms 

will differ for different datasets provided by the 

organization. 

The very first step in this project is data 

preprocessing in which the filtering of data and 

converting the data into similar form is done and 

then we make further selection. In the next step 

we have used the algorithm which gave the 

highest accuracy among the above algorithms to 

do the classification process. Training data and 

testing data are separated from the dataset. The20 

to 25% of the dataset is utilized to test the model, 

with the rest 75 to 80% used as training data. 

After the classification step, we do the analysis 

on the result obtained from the algorithm. 

 

METHODOLOGY 

 

FIG 1: Methodology 
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A) Dataset 

The dataset is the starting point in this project. It 

contains the information about the customers. For 

example: name of the customer, age, No. of 

products purchased or NO. of accounts, credit 

score of the customer etc...By using the dataset 

only we can train the machine to give the better 

output for the problem or situation. 

 

 
FIG 2: Sample dataset 

 

B) Data Preprocessing 

B. I. Dataset Filtering 

Basically the dataset is the collection objects, 

values etc about the customer. Sometimes the 

Datasets may contain null values and also may 

contain duplicate values. It will decrease the 

accuracy of the algorithm [14]. So, the Process of 

Dataset Filtering is the process of removing the 

null values and duplicate rows and values in the 

dataset. 

 

B. II. Splitting The Dataset 

In splitting the dataset process the content of the 

dataset is splitted two separate parts. The first is 

a TRAINING SET, while the second is a 

TESTING SET. The training set is utilized to 

teach the machine how to get the desired results. 

Additionally, the testing set is utilized to 

determine whether or not the machine is 

producing the required or accurate results 

 

 
FIG 3: Splitting dataset 

 

C) Prediction And Classification 

C. I. Logistic Regression 

 

 
FIGURE 4: Logistic Regression. 

 

One of the most often used Machine Learning 

algorithms is logistic regression. The Supervised 

Learning approaches include this algorithm. 

Using logistic regression, a dependent variable's 

output is predicted. The Logistic Regression's 

output resembles discrete values [12]. It may be 

Yes or No, true or false, 0 or 1, etc., but instead 

of giving an exact number between 0 and 1, it 

gives probabilistic values that are between 0 and 

1. 

 

C. II. Decision Tree  

Decision Tree is one of the famous supervised 

algorithm. 

It is the classifier algorithm with tree structure. 

Each leaf node in a tree structure reflects the 

result, whereas branches indicate the decision-

making processes [2]. The two nodes in a 

decision tree are the Decision Node and Leaf 

Node. 
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FIG 5: Decision tree 

 

C. III. Random Forest Algorithm 

Another supervised learning method is the 

Random Forest algorithm. It can be applied to 

machine learning tasks involving both 

classification and regression [13]. Random 

Forest is a classifier that takes the average of 

several decision trees on a given dataset to 

increase the dataset's predictive accuracy [11] 

 

 
FIG 6: Random Forest algorithm structure 

 

C. IV. K-Nearest Neighbor (KNN) 

One of the most basic algorithms for machine 

learning and a supervised learning method is K- 

Nearest Neighbor. Assuming that the new and 

old data are comparable, the K-NN method 

places the new sample in the category that 

matches the old categories the closest. Once all 

the data has been recorded, a new data point is 

categorized using the K-NN technique based on 

similarity [3]. 

It can be applied to problems involving 

classification as well as regression. It is also 

known as a lazy learner algorithm since it saves 

the training dataset rather than learning from it 

immediately. Instead, it performs an action while 

classifying data by using the dataset. 

 

 
FIG 7: Random Forest algorithm structure 

 

Standardization 

When continuous independent variables are 

measured at various scales, the idea of     

standardization is brought into play [9]. Machine 

learning algorithms that weight inputs often use 

optimization techniques like gradient descent. 

One such technique is to rescale values using a 

distribution value between 0 and 1. 

 

Data Visualization 

Data summaries, test data analysis, and model 

output analysis are only a few of the numerous 

analytical activities for which data visualization 

is crucial [10]. Seeing the best in others is one of 

the simplest ways to establish a connection. 

 

 

FIG 8: Data Visualization 

 

Correlation Between All Features 

Heat Map 

A heat map is a visual representation of 

multivariate data in a matrix of columns and 
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rows. The association between various numerical 

variables can be described using heat maps, 

which can help to highlight patterns and 

abnormalities. 

 

 

FIG 9: HEAT MAP 

 

RESULT AND DISCUSSION 

Logistic Regression Output 

 

 

FIG 10: Confusion Matrix for Logistic 

Regression 

Accuracy : 81% 

 

Random Forest Algorithm Output 

 

 

FIG 11: Confusion Matrix for Random Forest 

Accuracy : 86% 

 

Decision Tree Output 

 

 

FIG 12: Confusion Matrix for Decision Tree. 

Accuracy : 85% 
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Overall Accuracy 

 

TABLE 1: Overall Accuracy for algorithms 

Algorithm Accuracy Auroc Score 

Random Forest 86.8% 85.5% 

Logistic Regression 81% 77% 

Decision Tree 85.7% 83% 

K-Nearest 

Neighbors 

83% 73.3% 

 

Output 

Confusion Matrix Of Knn 

 
FIG 12: Confusion Matrix for K-NN 

 

Accuracy And Auroc Score 

 

 
FIG 13: AUROC score for Random 

forest,Decision tree, Logistic Regression 

 

Auroc Curve 

 
FIG 14: AUROC curve for Random Forest, 

Decision Tree Logistic Regression and K-

NNalgorithm 

 

Advantages 

• Best tool to identify the customer 

satisfaction. 

• Easy to use. 

• High Accuracy. 

• No need of high end computers. 

• Best for the big industries which want to 

know the number of churn customers and 

non customers to enhance their business [15]. 

 

CONCLUSION 

The importance of this type of project in the bank, 

Telecommunication Company, etc... is to help 

companies to identify the customers whether they 

satisfied with the service provide by the 

organization or not. It is well recognised that one 

of the most significant sources of revenue for 

businesses is the ability to predict attrition [6]. 

Therefore, the main goal of this paper was to 

develop a system that can forecast client attrition. 

To test and train the model, the sample dataset is 

divided into 80% for training and 20% for testing 

We have used four different algorithms in this 

paper. they are Logistic Regression, Decision 

Tree, K–Nearest Neighbor, and Random Forest 

algorithms. In this Random Forest algorithm 

predict the range of churners in the dataset and 

gives the higher accuracy of 86%[1]. 
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